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Table 1. The details of the parameters settings.
Params. Meanings Values
dv dimension of the visual features vi 4,096
du dimension of the union visual features vij 512
dl dimension of the transformed features 1,024
dh dimension of the hidden states in UD model [1] 512
da dimension of the attention embedding in UD model 1,024
de dimension of the word embedding in UD model 1,024
dtr dimension of the input/output inside the Transformer [6] 512
ds dimension of the query/key of the Transformer 512
dsem dimension of the semantic embedding 200
TR the maximum length of the relational captions 18
TC the maximum length of the image caption 18
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Figure 1. The details of the Transformer.

1. Implementation Details
The parameters settings mentioned in the main paper are

shown in Table 1.
In Figure 1 we show the details of the Transformer. The

Transformer has 6 encoder layers and 6 decoder layers, both
of which have one attention head for simplicity. Only the at-
tentions from the last decoder layer are collected. It is noted
that when generating the relational captions, we still feed all
of the object transformed features (i.e., V ′ ∈ Rdl×n) into
the encoder, but only select the subject and object features
from the output of the encoder and their union feature to
assemble the V ∗ ∈ Rdtr×3 as the input of the decoder.

Table 2. Image captioning results. B1, B4, M, R, C, S de-
note the BLEU-1, BLEU-4, METEOR, ROUGE-L, CIDEr-
D, and SPICE respectively. “-ICRC” denotes that the model
is trained with image captions and relational captions.

Model λ B1 B4 M R C S
UD [1] - 69.8 29.6 25.0 52.3 94.1 18.0

UD-ICRC

0.1 71.1 30.4 25.1 52.6 95.3 18.3
0.3 70.7 30.0 24.9 52.5 94.6 18.1
0.7 70.5 30.1 25.0 52.4 94.8 18.2
1.0 71.0 30.0 24.8 52.5 93.5 17.9
3.0 70.0 29.2 24.3 51.8 91.4 17.5
5.0 69.6 28.9 23.9 51.3 89.6 17.2
7.0 69.0 28.3 23.6 50.9 87.4 16.8
10.0 68.7 27.4 23.2 50.3 84.8 16.7

Transformer [6] - 68.8 26.8 23.5 50.4 85.6 17.3
Transformer-ICRC 0.7 70.3 28.6 24.4 51.7 91.5 18.0

The scene graph training is divided into two stages. In
the first stage we train the captioning module for 30 epochs
with the Adam [3] optimizer and the Noam policy [6]. The
initial learning rate is set as 5e-4 and the batch size is 12. In
the second stage, the attention alignment module is trained
with the SGD optimizer for 12 epochs during which the pa-
rameters of captioning module are frozen. The initial learn-
ing rate is set as 2e-2. We use the ground truth objects
(bounding boxes and categories) for training and evaluation
to eliminate the interference of the error from detector.

2. Experiments about Topic Scene Graph

In Table 2 and Table 3, we provide more results as the
λ changes. From Table 2, it further proves the conclu-
sion mentioned in the main paper that mixed training actu-
ally brings benefit to the image captioning, but as the λ in-
creases, this benefit will slightly drop. When the λ is larger
than 1, it will be harmful to the performance. In Table 3, as
the λ increases, the UD-ICRC roughly performs better on
the image level metrics (mAP, METEOR, and Img-Lv. Re-
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call), and surpasses the UD-RC baseline when λ is greater
than 0.7. When the λ is larger than 7.0, the performance
begins to drop. As for the important relationship recall met-
rics, the performance reaches a peak when λ is 0.1.

Apart from using the sentence likelihoods for sorting the
relationships, we additionally use the randomization strat-
egy, i.e., K relationships are randomly chosen for evalu-
ation. The results are presented in Table 4. It is observed
that using sentence likelihoods is even worse (for TriLSTM)
or just slightly better (for UD-RC) than using the random-
ization strategy. It suggests that the sentence likelihood is
not suitable for representing the importance of the relation-
ships, which further demonstrates the value of our predicted
importance scores.

We provide more experiment results about different con-
figurations for topic scene graph based on the Up-Down
[1] model in Table 5. It is observe that the max pooling
function works well under any configuration of the input
feature and the application of masking. The mean pooling
only works when configured with SOU or SOUS input fea-
tures and masking the non-noun words (index (9) and (17)
in Table 5). It is interesting that max pooling achieves the
best result configured with no masking while mean pool-
ing is more compatible with masking. We think that the
mean pooling function reduces the attention about the ob-
jects mentioned in the caption, and therefore masking the
non-noun objects helps correct the attention on these objects
again. As for the input feature, SOU brings the most signif-
icant improvement as it contains both the visual features of
the subjects and objects, and the relative spatial configura-
tion of two objects, which are useful information for esti-
mating their importance. The semantic embedding brings
less improvement when the attention alignment module is
applied, while the improvement is more significant for the
upper bound model. We think it is mainly because the atten-
tion is not so accurate and the categories of detected objects
do not absolutely match with the objects mentioned in the
captions. When it comes to the important relationships with
ground truth labels, the semantic embedding is helpful for
the model as a type of prior knowledge, e.g., usually the
object of the category person is important which catches at-
tention and is mentioned in the caption.

We provide more qualitative results in Figure 2. In these
examples, the words of the captions are correctly grounded
to the objects, and the top 5 relationships are indeed highly
relative to the major events of the images, while the top 5
relationships from motifs [7] are too trivial and not image-
specific.

Some failure cases are shown in Figure 3. They can be
roughly categorized into three types: (1) The image cap-
tioner fails to ground some words to the appropriate object
regions. As a result, some unimportant or wrong relation-
ships emerge in top 5, e.g., the wave is wrongly grounded to

the sky in the first example, resulting in the relationship the
sky is above the water which is not mentioned in the cap-
tion, and in the fourth example, the grounded bear and the
chair does not match because of the confusion when mul-
tiple instances of a category emerge, resulting in the wrong
relationship bear-0 is sitting on the chair-4. (2) The de-
tector fails to detect some objects. In the second example,
the missing zebra on the right side makes the relationships
about this zebra are lost. (3) The detector provides highly
overlapped bounding boxes with similar semantics and the
context of the image is complicated. As a result, the image
captioner in the third example repeats the same pattern and
the model produces some repeated relationships.

3. Topic Scene Graph for Retrieval

As the topic scene graph provides relationships relevant
to the major events in an image, we further conduct the
image retrieval experiment to prove it. We use the classic
image-text matching model SCAN [4]. 1,000 images are
randomly chosen from the test set, and their top 1 or 5 rela-
tionships are collected as query for retrieving correct target
images. We use 3 different strategies for retrieval, (1) using
the top 1 relationship (Top-1), (2) using the top 5 relation-
ships (Top-5), and (3) using the single sentence by connect-
ing the top 5 relationships (Top-5-CON). The recall (R@K,
K is 1, 5, 10) and the median rank of the correctly retrieved
images [2] are used as the metrics. We run through this pro-
cess 3 times and report the average results. The results are
shown in Table 6. It’s shown that our baseline outperforms
the TriLSTM, and the attention alignment module success-
fully makes the model surpass the baseline significantly. In
addition, we provide more qualitative results in Figure 4.
The retrieval results using the top 2 relationships for ev-
ery image are demonstrated respectively. In these images,
the major events can be decomposed into multiple relation-
ships. If one directly use the original image or traditional
scene graph to retrieve similar images, the results may be
not the desired ones. The proposed topic scene graph pro-
vides fine-grained descriptions of major events and makes
it possible to designate the target content to be retrieved.
These results suggest that the top relationships given by the
topic scene graph are indeed much more relevant to the ma-
jor events. What’s more, the topic scene graph makes the
fine-grained controllable retrieval feasible.

4. Topic Scene Graph for Image Captioning

We evaluate the topic scene graph on another down-
stream task, image captioning. The model in [5] is re-
implemented and receives different scene graphs as input:
N: Neural-Motifs [7], T: topic SG, and R: randomly selected
relationships (baseline). Top k (e.g., k=2, 5) relationships
are used following [5]. We train and evaluate on the subset
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Table 3. Results of relational captioning (%). “-RC” denotes that the model is only trained with the relational captions. “-
ICRC” denotes that the model is trained with image captions and relational captions. R-ns means Recall-ns. Img-Lv. Recall
means the image level recall.

Model λ mAP METEOR Img-Lv. Recall R@20 R-ns@20 R@50 R-ns@50 R@100 R-ns@100
TriLSTM [2] - 3.80 30.21 72.72 1.31 3.20 3.93 9.58 8.42 20.88
UD-RC [1] - 5.61 42.40 88.77 3.02 3.71 10.46 12.92 22.97 28.90

UD-ICRC

0.1 4.84 38.31 84.81 3.45 4.43 10.22 13.99 20.77 29.00
0.3 5.14 40.36 86.93 3.39 4.18 9.87 12.88 21.57 27.99
0.7 5.43 42.26 89.15 2.75 3.49 9.97 12.40 20.76 26.46
1.0 5.41 42.75 89.52 2.31 2.90 8.09 10.20 19.97 25.56
3.0 5.56 43.51 90.28 1.84 2.29 7.03 8.73 17.82 22.28
5.0 5.61 43.60 90.44 1.74 2.23 6.81 8.57 17.74 22.43
7.0 5.62 43.74 90.49 1.74 2.05 7.03 8.55 17.75 22.00

10.0 5.54 43.62 90.43 1.69 2.03 7.16 9.05 17.17 21.82
Transformer-RC [6] 5.26 41.62 88.65 2.11 2.73 6.83 9.12 16.36 21.91
Transformer-ICRC 0.7 5.15 41.63 88.64 2.05 2.70 6.86 9.19 16.21 21.91

Table 4. Results (%) of relational captioning when using different sorting strategies (denoted by “Strtg.”). the R denotes
randomly choosing the K relationships, while the L denotes sorting the relationships according to the sentence likelihoods.

Model Strtg. R@20 R-ns@20 R@50 R-ns@50 R@100 R-ns@100

TriLSTM R 1.51 3.68 4.59 12.72 10.72 28.85
L 1.31 3.20 3.93 9.58 8.42 20.88

UD-RC R 2.13 3.12 8.48 12.34 18.73 27.51
L 3.02 3.71 10.46 12.92 22.97 28.90

of our dataset (naturally the subset of MSCOCO) with the
train/val/test split (5,000/100/1,000). The results are shown
in Table 7. It is shown that N is not much better than R,
especially when using less input relationships, while T out-
performs them. It suggests that the topic SG can provide
important content more efficiently.
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Table 5. Results (%) comparison on discovering the important relationships. “Feat.” denotes different input features. “P”
denotes the pooling function. “Mask” denotes masking the non-noun words (X) or not (7).

index Model Feat. P Mask R@20 R-ns@20 R@50 R-ns@50 R@100 R-ns@100 mean
(1) TriLSTM - - - 1.31 3.20 3.93 9.58 8.42 20.88 7.89
(2) UD-ICRC - - - 2.75 3.49 9.97 12.40 20.76 26.46 12.64
(3)

UD-ICRC-attn

SO MAX X 4.13 6.20 14.53 21.02 29.65 41.62 19.53
(4) SO MAX 7 7.49 10.88 20.61 28.79 37.06 51.07 25.98
(5) SO MEAN X 1.55 2.59 7.09 10.70 18.02 26.18 11.02
(6) SO MEAN 7 1.28 2.06 5.65 9.08 16.51 24.13 9.79
(7) SOU MAX X 11.35 16.20 22.02 30.53 33.84 47.20 26.86
(8) SOU MAX 7 15.71 21.80 28.85 39.39 41.09 55.73 33.76
(9) SOU MEAN X 3.49 5.50 10.52 15.71 21.40 31.16 14.63

(10) SOU MEAN 7 2.39 4.02 8.04 12.61 18.81 27.78 12.28
(11) U MAX X 5.15 7.56 13.47 19.22 25.79 36.73 17.99
(12) U MAX 7 7.27 10.53 17.12 24.10 30.44 42.22 21.95
(13) U MEAN X 2.77 4.19 7.91 11.89 17.29 25.74 11.63
(14) U MEAN 7 2.17 3.27 6.73 10.08 15.46 22.84 10.09
(15) SOUS MAX X 10.72 15.43 21.59 30.26 34.43 47.34 26.63
(16) SOUS MAX 7 15.46 21.81 29.55 40.72 41.14 55.68 34.06
(17) SOUS MEAN X 2.74 4.53 8.76 13.71 19.27 28.05 12.84
(18) SOUS MEAN 7 2.39 4.02 8.04 12.61 18.81 27.78 12.28
(19)

UD-ICRC-label

U - - 13.04 17.35 25.25 33.28 36.72 49.22 29.14
(20) SO - - 30.14 38.86 41.45 53.95 51.55 67.70 47.28
(21) SOU - - 32.17 41.38 43.57 56.68 53.65 70.81 49.71
(22) SOUS - - 34.39 45.13 46.03 60.97 54.60 72.44 52.26

Table 6. The image retrieval results using different strategies: using top 1 relationship (Top-1), top 5 relationships (Top-5),
and one sentence by connecting the top 5 relationships (Top-5-CON). We use the recall at K (R@K, higher is better) and the
median rank of the target image (Med, lower is better).

Model Top-1 Top-5 Top-5-CON
R@1 R@5 R@10 Med R@1 R@5 R@10 Med R@1 R@5 R@10 Med

TriLSTM 1.73 7.47 12.83 135.33 1.70 7.23 12.87 128.0 4.43 15.20 24.70 42.00
UD-ICRC 5.67 20.40 31.73 27.33 5.93 20.23 31.10 27.33 17.97 42.57 56.80 7.67

UD-ICRC-attn 9.73 31.67 46.13 12.33 8.97 29.23 43.67 14.00 18.57 47.53 63.87 6.00
UD-ICRC-label 17.77 49.17 67.37 5.67 13.47 39.47 55.63 8.67 29.27 63.50 79.87 3.00

Table 7. The image captioning performances (%) of different methods using top k relationships. N: Neural-Motifs [7], T: our
topic SG, and R: randomly selected relationships (baseline).

Model k B1 B4 M R C S
R

2
68.48 27.26 23.22 50.50 85.86 16.35

N 68.19 27.03 23.08 50.62 85.45 16.27
T 68.93 28.44 23.75 51.39 90.31 17.02
R

5
68.97 27.58 23.36 51.20 87.77 16.26

N 69.01 27.87 23.53 51.17 88.57 16.74
T 69.41 28.76 23.79 51.58 91.63 17.20
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topic scene graph:
18-16: the woman is holding the umbrella
18-1: the woman is in front of the building
1-18: the building is behind the woman
18-13: the woman is on the sidewalk
8-18: the pavement is near the woman

traditional scene graph (motifs):
1-17: building has window
17-1: window on building
4-18: ear of woman
18-4: woman has ear
4-16: ear under umbrella

topic scene graph:
7-6: the giraffe is in front of the giraffe
6-7: the giraffe is near the giraffe
6-3: the giraffe is standing next to the brush
3-6: the brush is behind the giraffe
6-2: the giraffe is near the branch

traditional scene graph (motifs):
8-6: head of giraffe
8-9: head of giraffe
6-8: giraffe has head
13-4: shadow on ground
13-6: shadow of giraffe

topic scene graph:
7-1: the man is on the court
7-10: the man is holding the racket
10-7: the handle is held by the man
7-3: the man is holding the handle
10-1: the racket is on the court

traditional scene graph (motifs):
6-7: leg of man
7-6: man has leg
2-7: face of man
7-2: man has face
12-7: shirt on man

71 10 3 76 2 12

7 6 3 2 6 8 9 413

18 16 1 8 13 1 17 4 18 16

(a) (b) (c) (d) (e)

5 4 2 1

topic scene graph:
5-4: the woman is riding wave
5-2: the woman with smile is holding a 
surfboard
5-1: the woman is wearing a black wetsuit
4-5: the wave is in front of the woman
2-4: the white surfboard is on the wave

6 2 0 5

traditional scene graph (motifs):
6-2: logo on surfboard
2-6: surfboard has logo
0-5: hair of woman
5-0: woman has hair
6-5: logo on woman

Figure 2. The qualitative results. (a) The bounding boxes of objects with their unique ids (number on the top left corner)
are shown. (b) The attention about the objects during caption generation (the purple heat map) and the pooled attention (the
reddish brown heat map) are visualized. Darker color indicates larger weights. Along the X-axis, the objects with their ids
and categories correspond to the bounding boxes in (a). Along the Y-axis in the purple heat map, each word of the generated
caption is shown. (c) Importance scores of the relationships are drawn. Along the X-axis, the relationships are sorted by the
β scores in a descending order. All the lines are smoothed. (d-e) The scene graph from our methods and motifs [7] consisting
of top 5 relationships are shown.
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topic scene graph:
4-7: the man is riding wave
5-4: the sky is above man
6-7: the surfboard is in the water
8-4: the suit is on the man
5-7: the sky is above the water

traditional scene graph (motifs):
1-2: hair on head
2-1: the head has hair
3-4: leg of man
4-0: man has arm
0-4: arm of man

4 7 5 68 1 2 3 4 0

0 7 56

topic scene graph:
6-0: the zebra is on the grass
6-5: the zebra is near the tree
6-7: the zebra is eating grass
5-6: the tree is behind the zebra
0-7: the field has grass

1 2 36

traditional scene graph (motifs):
1-6: head of zebra
2-6: leg of zebra
6-1: zebra has head
6-2: zebra has leg
3-1: mane on head

2 3 1 9

topic scene graph:
3-2: the horse is pulling the cart
3-9: the horse is pulling the cart
1-3: the building is behind the horse
3-1: the horse is near the building
0-3: the building is behind the horse

0 7 3 4 2 5

traditional scene graph (motifs):
7-3: tail of horse
3-7: horse has tail
3-4: horse has bridle
4-3: bridle on horse
2-5: cart has side 

1 0 10

topic scene graph:
0-1: the bear is next to the bear
0-4: the bear is sitting on the chair
1-0: the bear is next to the bear
10-0: the table is behind the bear
1-4: the bear is sitting on the chair

4 48 7 6

traditional scene graph (motifs):
6-4: leg of chair
7-4: leg of chair
8-4: leg of chair
5-10: glass on table
1o-1: table behind bear

5 10 1

(a) (b) (c) (d) (e)

Figure 3. The qualitative results. (a) The bounding boxes of objects with their unique ids (number on the top left corner)
are shown. (b) The attention about the objects during caption generation (the purple heat map) and the pooled attention (the
reddish brown heat map) are visualized. Darker color indicates larger weights. Along the X-axis, the objects with their ids
and categories correspond to the bounding boxes in (a). Along the Y-axis in the purple heat map, each word of the generated
caption is shown. (c) Importance scores of the relationships are drawn. Along the X-axis, the relationships are sorted by the
β scores in a descending order. All the lines are smoothed. (d-e) The scene graph from our methods and motifs [7] consisting
of top 5 relationships are shown.
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the woman have a 
laptop

the woman sitting 
on bench

the man is using 
laptop

the man is eating 
sandwich

the train is on the 
path

the train is at the 
station

the man is cutting 
cake

the smiling man is 
wearing black suit

the man is holding 
doughnut

the smiling man is 
on the sidewalk

Figure 4. Two important relationships given by topic scene graph of the left image are used to retrieve similar images
respectively. The images with purple or orange boundaries correspond to the purple or orange relationships.
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